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Abstract—This paper presents a fuzzy adaptive controller
applied to a non linear system modeled under a Quasi-linear
ARX Neural Network, with stability proof by using the Lyapunov
approach, This work exploits the new idea to use Lyapunov
function to train multi-input multi-output neural network on
the core-part sub-model. The proposed controller is designed
between a linear controller and non linear controller based on
the characteristic of fuzzy switching algorithm. The improving
performances of the Lyapunov learning algorithm are stable
in the learning process, fast convergence of error, and able to
increase the accuracy of the controller.

Index Terms—Lyapunov Learning Algorithm, Fuzzy Switching
Adaptive Controller; Quasi-ARX Neural Network.

L. INTDUCT[ON

In the previous work a quasi-ARX Neural Network
(QARXNN) model with a switching mechanism studied for
system adaptive control as in Refs. [1][2] to simplify the
identification for control, which is a combination of a linear
part followed by a (/1 switching part. It can satisfy the
stability and performance requirements by using only one
model. Nevertheless, there are still some aspects that need to
be improved upon the control method based on the QARXNN
model. One is the 0/1 hard switching method is not extremely
smooth; the second is the parameters of QARXNN model to
be adjusted online are highly nonlinear, wilkh deteriorates
since the adaptability of a control system. In the controller
design, Lyapunov function can be used to ensure bounded
ness in control trajectory [3], Lyapunov based on the controller
can make the closed-loop system globally [4]. Lyapunov also
can be used to estimate the asymptotic region in controller
design by genetic algorithm [5], Lyapunov method of linear
programming to be used to analyze system stability and control
synthesis of the state feedback controller [6].

The rest of this paper organized as follows: Section II de-
rives a QARXNN prediction model. Section III introduces the
Lyapunov learning algorithm for QARXNN model. Section [V
constructs a fuzzy switching adaptive control system based on
the QARXNN using Lyapunov learning algorithm predictors
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and analyzes the stability of the control system. Section V
presents simulation results to demonstrate its performance.
Finally, Section VI concludes the paper.

II. QUASI-ARX NN PREDICTION MODEL
A. Problem Formulation

Consider a single-input single-output (SISO) time invariant
whose input-output relationship described by,

y(t) = g(&(t)) + e(t) (n
O(t) = [yt = 1) y(t — ny) ult = 1) --u(t — nu))”
e, u(t) € R,y(t) € Roe(t) € Ryt =1,2,---. g(-) : R

is the unknown continuous function describing the nonlinear
dynamical systems. ¢() € R"=" " ig the r&tssion vector
composed delays of the input-output data. The number of input
variables n equaled to the sum of n, and n,. The noise into
the system e(f) is the uniform random input added on the
unknown function input-output of the system.

Assumption 1: (i) The input and output of training data
bounded and g(¢(t)) is the unknown continuous function. (ii)
The system has a globally uniformly asymptotically stable zero
dynamics. Through Taylor’s expansion series, g(¢(f)) can be
described around the small region of ¢(t) = 0,

y(t) = g(0) + ¢'(0)o(t) + %@T(t)g”(o)@(t) oo te(t) (2)
output of the system (2) can be decomposed into 1y = g(0)
then by the output of the system (2) the regression of the
system (1) can be described into (3),

u(t) = yo + p(B)T0((1)) + e(t) 3)

The output of the system (3) can be simplified as a matrix
equation as, ’_

u(tlo(t)) = 7% )

where, ¥ = [yo0(o(t))]. ® = (LT (¢)]T, ¥ called as nonlinear

parameter of core-part and & called as an input variable space

of macro-part.
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B. Prediction Model

The form of ARX linear model with nonlinear time function
at its coefficient depicted in two polynomials of the numerator
and denumerator an

y(t) bapg t + -+ + bnag” "

—_— = 5
wt) 1+enpngl+agng?+---+am,na™ ©)

where, the operator g—* represent to g~ *y(t) = y(t — k).

The coefficient of a;; and b;; are nonlinear functions
coefficient of a regression vector of #(¢(t)). The polynomial
equation ARX model (5) has the same properties with (3), so
(5) can be represented into matrix form by (4).

Regression of the system (1) also using Taylor’s expansion
series. The output of the system has a linear series function
between input spaces ¢(f) to the unknown nonlinear function
of the input space 0(¢(t)).

The output of model in (3) up to y,(t + d), where d is
the time delay. Suppose that the output of model satisfies at
the unknown nonlinear coefficient of model 6*(¢(t)) so the
prediction output ¥, (t + d) of the model can be calculated at
the time (f + d).

For a system described by (1), the output predictor at d step
ahead prediction y,(t + d|t, @(t)) satisfies if y(t) satisfies in
(3). The form (5) can be rewritten into,

y(t) = b(l‘t)n{t -+ + b(,l‘“t}u(t — Ty
—aanyt—1) = = a@, ny(t —ny) (6)

The output (6) can be rewritten as a regression output
prediction at time delay d described by (7),

yp{t +d) = b(l‘t}u(t +d—1)+:--+ b(nu,t}“{t — 1ty + d)
—aqnyt—1+d)— - —ag, gyt —ny+d) ()

Based on (4) and (7),the output predictor y,(f 4 d) can be
expressed into matrix equation as,

nfp(t =+ d|t, 5(”) = {I};j;"‘;'}p (8)

where, &, = [1y(t +d—1)ylt +d— 2)---ylt + d —
ny)u(t+d—1)ult+d—2)--ult+d—n,) and ¥, =
[a(,e) " " Qny.t) b1t) " * * O, )]

The input of MLP core-part can be expressed as £ = [y(t+
d-—1Dyt+d-2) - -yit+d—n)ult+d—2) - -u(t+d—
n.) x(t+ d)]. The x(t + d) is the virtual input of core-part,
the input reference of the system can be used as virtual input
of core-part.

The prediction output can be realized by QARXNN. The
input vector is $,, and the input of core-part is £, and the
output of core-part are 1,. The output of core-part is the
nonlinear coefficient X, and the input of core-part £ is the
input-output composed with time delay.

The number of the input vector dimension of ¢ is equal to
n, and the number of hidden layer is m, and the number of
the output layer is n 4 1. The QARXNN incorporating neural
network can be expressed as,

yp(t +d|t, (1)) = PIN(E(), Q) 9)
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R(E(2), 82) = Wal'W1£(E) + 0 0)

where Q = {W,, Wy, 0}, W, € R™™ W, € RMx(h+D
are the weights matrix of the first layer and second layer.
0 € R"*+1=1 i5 the bias vector of output nodes, and T is the
diagonal nonlinear operator with similar sigmoidal elements
on hidden nodes.

By substitute (9) and (10), the prediction output of QARXN-
N model can be expressed by,

yp(t+ dIt, E(t) = B WLTWIE(E) + D)1 0 (11)

Define the switching criterion function as follows,
P ai)([le:)]|* = 44%)
Jit) =3 _ \Tp. .
& 21+ ;¥ - K)TPI— k- DY( k)
:
tex Y (L=a(d) @), i=1,2

I=t—N+1

(12)

where N is an integer, and ¢ = 0 is a predefined constant.
Now, allow the expression of switching law y(t) based on
the switching criterion function,

X(®) ={ I J(t) > Ja(t);

erwise
By comparing ./, (t) and .J5(t), decides when the nonlinear
part abandoned, If Jy(¢) > Jo(f) the nonlinear part added,
else only use linear part to identify.

(13)

III. LYAPUNOV LEARNING ALGORITHM FOR QARXNN
PREDICTION MODEL

A. MIMO MLP Neural Network

The prediction output satisfied if only the output of core-part
can be satisfied. The core-part of QARXNN is MIMO MLP
neural network. Consider that the MLP core-part QARXNN
have n input node, m hidden node, so the output must s
n + 1 node. The input vector is £() = [£ & -+ &,], and
the output of hidden node is h = [!ntg -+ hyy,], the output of
MLP core-part is s = [s1 Sg =+ Sp41].

The output at hidden node with nonlinear function in the
hidden layer can be expressed as,

n m n
ki = 5;Q0 ) 6Wiiy) = fi(2)

i=1 j=1

(14)

where f; is the nonlinear sigmoidal function at hidden nodes.

1 _— g =
f(z) = 1T (15)
The output of nonlinear MLP core-part can be expressed as,
m n4l
RE®Q) =D hWaim +0 (16)
=1 r=1

where, Wy ), Wagj,r), 0 are the weight matrix in the first
layer, the weight matrix in the second layer, and the bias vector
of the output node. The output of core-part R(;) is the MLP
output with n input nodes of &(t). Consider there are two




nJ-mndcls in QARXNN, those are linear part or macro-part,
and nonlinear part or core-part. The output of two sub-models
expressed by,

SM1 2z =®]0

Zn = CDTWQI‘(WIE( t))

(17

SM2 (18)

The output guidanmf two sub-models are expressed by,
a =yt +dit, (1) — @TWLI(WiE(E)  (19)
Zn = y;p(t =+ dlt, f(t)) (20)

B. Lyanmv Learning Algorithm

The learning algorithm based on Lyapunov function de-
scfged as follows,

&Set @ = 0, and small initial values of W, and W5, set
12 [

2) Calculate z;, then estimate § by model SM1 using LSE
(Least Square Error) method.

3) Calculate error, z, = R(Q2*, &(t)),

e(k) = R(Q",£(1)) — R(,£(2)) 21

where, k = thefffbquence of learning number, e(k)
[e1 €2 -+ enqr]s R(2*,E(E) = [W] R .- R
R(QEEB= R Re - R

4) Choose Lyapunov function candidate, the candidate
function is stated as V' (k) = f(e(k)), where V (k) =0

only if e(k) = 0, V(k) > 0 only if e(k) # 0.

5) te the weights of MLP neural network from output
layer to input layer based on AV () = V(k) — V(k —
1) < 0. According the Lyapunov theory, if V (k) > 0
and V' (k) < 0, the error output will converge to zero at
time goes to infinity.

len;c _ e(k)=0

6) Stop if pre-specified condition is met, otherwise goto

step 2. set k=k+1.

- @0

el

The weight matrices in first layer and second layer can be cal-
culated based on Lyapunov function candidate are expressed
as,

= g*e*(k
(k)
where,3 is the positive constant value and 3 > 1, k is the

k sequence of learning num The derivative of Lyapunov
function is proportional to AV (k).

V (k) (22)

AV(k)=V(k)=V(k-1)
= BRe2(k) — BFle?(k — 1)
= 5+ (RO, E(0) = RO,E@))? - 8 e (k= 1)

m m

1]

BER(Q%EB) = DD Wagnhy(t)? - B e (k -
J- 1

)—Zzuzmmzznm &))

=1 r=1 =1 3=1

1)

= BF(R(Q*, &(

mfik—i.e?{k -1)
= BR(R(Q*, £(2)) — ZZ”“""’f“’{szf
j=1r=1 i=1 j=1
g 1e(k = 1)
—(BF - 1e*(k—1)<0,if B>1 (23)
IV. FUZZY SWITCHING CONTROLLER AND ITS STABILITY

A.gomwt't'er Design

The controller design includes two stage; the first stage for
nantifying QARXNN prediction model; and the next stage
for deriving control law. The identified QARXNN prediction
ndel from previous parts, described by,

Wag(t) + B)

Gt +d | £,6(t) = ©T(£)0 + x(t)¥” (). WT(
o A (24)
where #, W, W5 and B used for controller design. Consider

a minimum variance control with the criterion function as
follows,

M(t+1) = [%(y(t +d) -y (t+d))* + Qﬂ(t)ﬂ (25)

where A is weighting factor for the control input. The con-
trollers can achieve by solving,

OM(t+ 1)
3?!.@
Two controllers can be derived based on QARXNN prediction
model by solving (26),

=0 i=12 (26)

bl ay
Cyw(t) = Bli)lu_'_)\((bll]—bl(q_l)q)u(t—l)
0%
+ yi(t+1) - al(¢ Dult) 27
e
B
Cy:up(t) = ,),zl 3 A{{ Ur_ﬁ(q ]) (t—1)
0.1 T
+ yrE+1)=alg L EMult)  (28)
where

alg™") = ao+ ar1qt + - + A1

é'l 1} = bl] +51']’ L Ea +bm+d 24 A d+2

(gt E())—am+cmq‘+ -+ dn-1,40"" 86
6’{‘}_1 E{t]} = 60? + /)’l :G'_l + -+ /)’ﬂl.‘l-d 20 i d+2

The coefficients can be gotten as follows,
hdn 7 T R ﬁm-m-ﬂ] =0

ot @180t Bmrd—ag] = 0 + Wol(W1£(t) + B)
Switching control base@}n two or more controllers researched
as in Refs. [2][9]. An integer switching law was introducing
into control model just like the function £(#) in the prediction
model. It means that the Iineaand nonlinear controllers al-
ternately used. This paper used a fuzzy membership functions
v(t) based on the criterion function ./, (£) and Ja(t),

0. x(t)> K;
v(t) =4 a(t), k<a(t)<K; (29)
1. z(t)<k
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where z(t) = W(J(t) K and k are constants which satisfy
k€ (0,0.5), K € (0.5,1). Now, a fuzzy switching controller

[7][8] obtained based on the fuzzy membership functions v(t),
Cu(t) = (1 = v(t)w(t) + v(t)un(t) (30)

The switching law £(#) firstly calculated from input and
output signals and model errors, then used into the identified
model. The fuzzy switching law v(t) calculated from input
and output signals and model errors, then is used into the
control model. The proposed controller has four distinguishing
features,

1) it is linear for the variable synthesized in control sys-

tems;

2) its parameters have explicit meanings;

3) it is only one predictor which combines a switching

algorithm

4) it has a fuzzy switching mechanism not a simple 0 or 1

switching

B. Stability Analysis

Give the stability analysis of the proposed nonlinear con-
troller system as follow, Theorem: For the system (1) with
adaptive fuzzy switching controller (30), all the input and out-
put signals in the closed-loop system are bounded. Moreover,
the tracking error of the system can converge on zero when a
pnn:rly neural network is determined. Proof : Firstly, similar
to Refs.[2][7], it can get,

58

)2 —4A)
hm 22(]_’_@]:_ DTV - d)) < 00, 31)
and
2 2
lim o (e, (B8 — 44) — 0 (32)

N—=oc 2(]. + ‘I’(t—ﬁ"p E = ))
Along with Assumption 1 (ii) e;(¢) is bounded. By (12) and
(31), the second term of .J; (t) always bounded. J5(t) has two
cases, (i) Js(t) is bounded, so the model error e(t) bounded
and satisfies Eq.(32) (ii) .J2(#) is unbounded. Since (1) .J;(#) is
bounded. So there exist a constant ty such that v(t) = 1,Vt >
tp. The model also has bounded error e(t).

From above inequalities, the input and output of the closed-
loop switching control system bounded. The linear part always
bounded. If a proper nonlinear part is chosen and the accurate
parameters is adjusted, the model error es(t) can converge on
zero. It also exists a constant Tj satisfy v(t) = 0.Vt > Tp.
Then the tracking error of the model can converge on zero.

V. CONTROL SIMULATIONS
The system considered is a nonlinear one governed by,
y(t) = gly(t = 1), (¢t — 2), y(t = 3), ult — 1), ult — 2)] + o(?)
(33)

where g(.) is the nonlinear function with a disturbance,

q R )t:rlzrg:rq:r s(zg — 1)+ x4
| 1 1% ay 10 l+.12 +.13

+ qln{l + 0.224) (34)
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Fig. 1. (a) Simulation result of proposed method compare with linear control
and (b) Simulation result of proposed method compare with 0/1 switching (c)
Simulation result of proposed method compare with fuzzy switching Ref.[8]

The desired output in this example is a piecewise function:

0.6y (t — 1)

8-, t € [1,100] U [151,200]
vt = 0.7s1gn(0.4493 (35)

Yy (t—1)

FO57F(t—1), € [101,150]

where r(t) = sin(2x¢/25). The performance of network
is measured using RAMSE root mean square error index

expressed as,
9

N
RMSE = \/Ec=1(?h;5:r] —y(t)

where t = 1,2,--- | N. The other performance of Quasi-ARX
neural network model for prediction is measured by NPE
(Normalized Prediction Error) index stated as.

=Y

NPE(t+d) =

(36)

p(t +d) — gt +d))?

zezl dfiiir d))2

In Fig. 1, the black dotted line is the desired output, the
red solid line denotes the proposed method output y(t). In
Fig. 1(a), magenta dashed line shows the linear control output
yo(t). Obviously, the control output with the proposed method
is nearly consistent with the desired output at most of the time
and the linear control output have bad performance. In the
Fig. 1(b), blue dashed line shows the 0/1 switching control
output (). Obviously the proposed control output is almost
coincidence with the desired output. It also can be found that
the 0/1 switching control results have some wobble at the last
half time. In Fig. 1(c), green dashed line shows the fuzzy
switching control output y= (). Obviously the proposed control
method can do better than fuzzy switching controller.

x100% (37)
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(4 The similar conclusion also can be gotten from convergence
gHaracteristic of the errors is shown in Fig. 2(a). The switch-
& sequence is presented in Fig. 2(b) and fuzzy switching

senance is presented in Fig. 2(c).

Table I gives the errors of three methods; the proposed
Zintrol method gets a better accuracy and the error of the
r§osed method is smaller than the other methods.

In Fig. 3, the NPE index near to constant value, the
ctuation in a small range of NPE value is from uncertainty
ction of random PRBS signal when the system are tested
deterministic input. The NPE index prediction are always
nstant in independence trials, it proof that the Lyapunov
rning algorithm make stable in system model prediction.

nThis study has successfully demonstrated the effectiveness
of the proposed fuzzy switching adaptive controller using

VI. CONCLUSION

TABLE 1
COMPARISON RESULTS OF THE ERRORS.

Method RMSE | Variances | Accuracy
Proposed control 0.0109 0.023 95.78
Fuzzy switching control | 0.0147 0.047 94.55
0/1 switching control 0.0201 0.082 91.41
linear control 0.0240 0.105 81.23

Lyapunov learning algorithm based on QARXNN prediction
model. First, the principles of QARXNN prediction model
was derived. Then, the network structure and theoretical
bases of proposed method has been adopted to adapt the
Lyapunov learning algorithm to replace the traditional trial-
and-error method. Finally, the control performance of the
proposed method based on QARXNN prediction model has
bé confirmed by experimental result.

The main contributions of this study are:(1)the successful
development of an improved fuzzy switching controller;(2) the
successful adoption of a Lyapunov learning algorithm;(3)the
successful application of the fuzzy switching controller based
on QARXNN prediction model to control nonlinear system
with robust control ormance.
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